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 TikTok has been named the world’s most popular social media 
platform. The high level of TikTok use makes it easier for an 
irresponsible user to do unethical things such as spreading hateful 
comments on someone’s account. TikTok developers can prevent 
bullying by using policies such as word detection and filtering features 
that indicate comments fall under the category of bullying or non-
bullying comments. Therefore, we conducted this study to classify 
bullying comments using Machine Learning methods for convenience 
purposes on TikTok usage, a method that we used in this research is the 
SVM method to classify the data and Chi-Square as the feature 
selection. Tests were carried out using the Linear, Polynomial, and RBF 
kernel functions with the C parameter, namely 0,1, 1, and 10 for each 
kernel. The results of this research show that the Support Vector 
Machine method with Chi-Square Feature Selection has a better 
performance.  This was proven by the increased accuracy in RBF kernel 
C=0,1 which was 0,20 
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1. Introduction 
Social Media has become an important part of the day-to-day life of most people. Specifically, it 

has become an essential tool to interact with each other, for information, and entertainment.  TikTok 
has been named the world’s most popular social media platform. TikTok allows its users to create 
videos with a duration of no more than 60 seconds that can bring many features, such as adding music, 
changing voices, and adding effects on the face. Based on a survey conducted by Statista, TikTok has 
more than 1 billion monthly active users as of the last quarter of 2022, with a total of 10 million active 
users in Indonesia. [1] The high number of users who are not accompanied by an understanding of the 
ethics of socializing through social media leads irresponsible people to cyberbully [2] 

Several methods have been conducted to classify bully comments, two of them which are Naïve 
Bayes (NBC) and Support Vector Machine (SVM). Previous research from [3] compared 
classification methods to classify bully behavior on Twitter, and it was found that the SVM algorithm 
produced better accuracy of 99.6% while the Naïve Bayes Classifier produced an accuracy of 97.99%.  

The second research from [4], feature selection with Chi-Square for news classification reveals 
that Chi-Square is a feature selection that can eliminate many irrelevant features without reducing 
the level of accuracy to optimize the performance of the classification method. Therefore, this 
research will use the SVM method with three different kernels, including Linear, Polynomial, and 
RBF, and the C parameter, namely 0,1, 1, and 10 for each kernel. Besides, we also use Chi-Square 
as a feature selection.   

This study aims to classify bully comments on TikTok using the SVM method with Chi-Square so 
the results can be used as a reference for related research and for TikTok developers in minimizing 
the appearance of bully comments in TikTok.  
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2. Literature Study 

A. Text Preprocessing 

Text Preprocessing is one of the fundamental processes in the field of NLP to prepare the data 
so that the system can read it correctly and achieve optimal classification results. [5] The goals steps 
are as follows: 

1. Cleaning aims to clean documents of unnecessary characters 
2. Case Folding aims to replace uppercase letters with lowercase letters 
3. Tokenizing aims to break sentences into words 
4. Normalizations, aim to replace slang words with standard words 
5. Filtering aims to remove punctuation and blank characters 
6. Stopword Removal aims to eliminate meaningless frequently used words 
7. Stemming aims to replace the base word of each formed word 
 

B. Support Vector Machine 

Support Vector Machine is an algorithm classification that can classify data non-linearly. SVM 
works by defining the limit between classes through the creation of a hyperplane with a maximum 
margin. [6] Margin is the distance between the hyperplane and the nearest data of each class. The 
general hyperplane function is shown in Equation 1. 

𝑤௜. 𝑥௜ + 𝑏 = 0   (1) 
 

If 𝒘𝒊. 𝒙𝒊 + 𝒃 =  +𝟏 is a supporting hyperplane of class +1 (positive) and the equation 𝒘𝒊. 𝒙𝒊 +
𝒃 =  − 𝟏 is a supporting hyperplane of class -1 (negative) then the margin can be calculated by 
finding the distance of the two hyperplanes supporting the two classes. The margin value is defined 
as follows. 

                                                        
ଶ

||௪||
                (2) 

 
To determine the best hyperplane, the Quadratic Programming (QP) problem formula is used, 

which is a form of optimization using the inverse of the following equation. 

min
ଵ

ଶ
 ‖𝑤‖ଶ    (3) 

 
Where (𝑦௜(𝑤𝑥௜  ) + 𝑏 − 1 ≥ 0 and the limitations functions can be written as follows. 

 
∑ 𝑎௜ [𝑦௜

௡ 
௜ୀଵ (𝑤𝑥௜  ) + 𝑏 − 1]   (4) 

Optimization of Quadratic Programming problems can be solved with the Lagrange Multiplier 
method defined through the following function. 

 

𝐿(𝑤,ሬሬሬሬ⃗  𝑏, 𝑎) =  
ଵ

ଶ
 ‖𝑤‖ଶ −  ∑ 𝑎௜ 

௡
௜ୀଵ (𝑦௜(𝑥పሬሬሬ⃗ . 𝑤ሬሬ⃗ + 𝑏) − 1))  (5) 

With 𝑎௜  is the value of Lagrange multipliers with a value of zero or positive (𝑎௜  ≥ 0). The 
optimum value of Lagrange multipliers can be calculated by minimizing the variables 𝑤ሬሬ⃗  and b and 
maximizing the 𝑎௜ variables. Thus the equations can be written as follows. 

 
     ∑ (𝑎௜

௡
௜ୀଵ 𝑦௜𝑥௜) = 0    (6) 

 
The Lagrange function in (5) is converted into (7) by substituting (6) into (5) 
 

𝐿(𝑎) =  ∑ = 𝑎௜
௡
௜ୀଵ − 

ଵ

ଶ
 ∑ 𝑎௜

௡
௜,௝ୀଵ 𝑎௝𝑦௜𝑦௝𝑥పሬሬሬ⃗ . 𝑥⃗௝  (7) 

    
The determination of the best separation of fields is written as follows. 

max (𝐿(𝑎)) =  ∑ = 𝑎௜
௡
௜ୀଵ −  

ଵ

ଶ
 ∑ 𝑎௜

௡
௜,௝ୀଵ 𝑎௝𝑦௜𝑦௝𝑥పሬሬሬ⃗ . 𝑥⃗௝ (8) 
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Based on the function of the obstacle, equation (8) becomes, 
𝑤 =  ∑ (𝑎௜

௡
௜ୀଵ 𝑦௜𝑥௜)   (9) 

 
So the value of b is obtained as follows, 

𝑏 =  −
ଵ

ଶ
 𝑤.ෞ [𝑥௥ + 𝑥௦] (10) 

 
Where 𝑥௥ and 𝑥௦ are support vectors that comply with each class. The decision function obtained 

based on (9) and (10) is written as follows. 
 

𝑓(𝑥) = 𝑠𝑔𝑛 (𝑤.ෞ 𝑥௜ + 𝑏)  (11) 

C. Chi-Square 

Chi-Square is used to measure the value of relationships or relationships between one variable 
and another. This technique measures the distribution of dependency values between features and 
classes. The calculation for the Chi-Square is shown in the following equation. 

𝑋ଶ(𝑡, 𝑐) =  
ே ( ஺௫஽ି஻௫஼)మ

(஺ା஻)௫(஼ା஽)௫(஺ା஼)௫(஻ା஽)
  (12) 

 
Where t is the term searched for in class c, N is the number of training data, A is the number of 

documents in class c that contain term t, B is the number of documents, not class c but contains term 
t, C is the number of documents in class c that does not contain term t, and D is the number of 
documents that are not class c and do not contain term t. 
 

D. Evaluation 

Evaluation is a process to measure the performance of the method being tested. In measuring the 
performance of the classification process, four standard calculations can be used, namely accuracy, 
precision, recall, and f-measure. 

1. Accuracy is a comparison between the data that is clarified correctly and the overall data 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

2. Precision is the ratio of the amount of data of the correctly classified positive category to the 
total data classified as positive 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 
3. Recall, the success rate of the software in separating similar documents into the same 

classification 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
4. F-measure, the average ratio of Precision and Recall values 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 x 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 
    

The parameters in these calculations are obtained from the Confusion Matrix table. A confusion 
Matrix is a method used to review classification results obtained by calculating the frequency of 
truth. 
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Table 1. Confusion Matrix 
 

Actual 
Class 

 
Prediction 

Negative Positive 
Negative TN FP 

Positive FN TP 

 
Where TN (True Negatives) shows the value obtained when the model can classify negative data 

into negative, TP (True Positives) shows the value obtained when positive data is classified as 
positive, FP (False Positives) shows the value obtained when the model classifies negative data into 
positive, and FN (False Negatives) shows the value that obtained when positive data is classified to 
negative. 

 

3. Research Method 

A. Data Collection 

The type of data used in this study is primary data in the form of Indonesian comment data 
collected from several TikTok accounts with as many as 1,000 data comments. The data is divided 
into 800 training data and 200 test data.  

The raw data that has been collected will then go through a labeling process carried out manually 
by experts. This classification consists of 2 classes with 500 bully comments and 500 non-bully 
comments. 

 

B. Framework 

Based on the research steps that have been described, to simplify the explanation of the process 
carried out, the process will be described in a framework as shown in Figure 1. 

 

 
 

Fig. 1. Framework 

Based on Figure 1, starting from text pre-processing, which consists of cleaning which removes 
noisy data, case folding which includes changing capital letters to lowercase, and stopword removal 
which includes removing unnecessary words that occur commonly across all the documents in the 
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stopword list. and filtering which includes removing punctuation and empty characters. Then splitting 
the data which divides into training data and testing data with a split of 80% and 20%.  

After performing the preprocessing, the TF-IDF weighting procedure is performed, which is useful 
for converting words to numbers. Next, the TF-IDF weighted data is classified using SVM, thereby 
creating a training model. After that, the final results are evaluated in the form of a confusion matrix 
including accuracy, precision, recall, and f1 score.   

 

4. Result and Discussion 
In this research, we conducted two scenarios. In the first scenario, we compared several SVM 

kernels, including linear, polynomial, and RBF, using no Chi-Square feature selection. The second 
scenario is the same as the first scenario, however, implemented Chi-square as feature selection.  
Based on these two experiments, the highest accuracy value and another confusion matrix such as 
recall, precision, and f-measure will be obtained. 

A. The result of testing 

     The result of testing based on the process that has been done, obtained a confusion matrix as shown 
in Table 2. 

Table 2. Result of Confusion Matrix 
 

Algorithm Kernel 
C 

Parameters 
TP FP TN FN 

SVM 
Linear 0,1 45 8 42 5 

Polynomial 1 42 4 46 8 
RBF 10 42 4 46 8 

SVM+CS 
Linear 0,1 44 3 47 6 

Polynomial 1 44 3 47 6 
RBF 10 44 3 47 6 

 
Table 2 displays the results of the Confusion Matrix calculations for the best model of the SVM 

and SVM+CS classification procedures for each kernel and its varying parameters. Furthermore, the 
Confusion Matrix results from the best fold will be used to calculate the evaluation value. The results 
are compared to the comparison table on each kernel. 
 

Table 3. Evaluation Data from Linear Kernel 
 

Algorithm 
C 

Parameters 
Kernel = Linear 

Accuracy Precision Recall F-1 Time 

SVM 
0,1 0,89 0,90 0,87 0,88 0,64 detik 
1 0,88 0,90 0,83 0,86 0,55 detik 
10 0,88 0,90 0,83 086 0,53 detik 

SVM+CS 
0,1 0,91 0,94 0,88 0,91 0,14 detik 
1 0,91 0,92 0,88 0,90 0,13 detik 
10 0,91 0,93 0,88 0,90 0,16 detik 
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Table 4. Evaluation Data from Polynomial Kernel 
 

Algorithm 
C 

Parameters 
Kernel = Polynomial 

Accuracy Precision Recall F-1 Time 

SVM 
0,1 0,91 0,93 0,89 0,91 1,20 detik 
1 0,91 0,91 0,89 0,90 1,21 detik 
10 0,89 0,91 0,85 0,88 1,02 detik 

SVM+CS 
0,1 0,93 0,95 0,90 0,92 0,22 detik 
1 0,91 0,94 0,88 0,90 0,16 detik 
10 0,90 0,91 0,88 0,89 0,14 detik 

 
Table 5. Evaluation Data from RBF Kernel 

 

Algorithm 
C 

Parameters 
Kernel = RBF 

Accuracy Precision Recall F-1 Time 

SVM 
0,1 0,61 0,68 0,78 0,61 1,56 detik 
1 0,92 0,94 0,88 0,91 1,44 detik 
10 0,90 0,91 0,88 0,90 1,45 detik 

SVM+CS 
0,1 0,81 0,74 0,94 0,82 0,37 detik 
1 0,93 0,94 0,92 0,93 0,27 detik 
10 0,92 0,92 0,90 0,91 0,33 detik 

 
The table above is a comparison of the results of the evaluation of the SVM method 

classification which is divided into 3 kernels, namely linear, polynomial, and Rbf. The graph is a 
visualization to explain the influence of the parameters used.  
 

 

Fig 2. Number of Features 

Figure 2 shows that in the absence of a selection process, the number of features in the data 
contains 1040 features. Data using the feature selection process consists of only 274 data features. 
This implies that chi-square feature selection can eliminate features that are judged to be unrelated 
to data, improve performance, and decrease the processing time of Support Vector Machine methods. 

 

5. Conclusion 
This research successfully proved that the classification of bully comments on the TikTok 

application using the SVM method with Chi-Square Feature Selection results in better performance 
compared to using the SVM method. The Chi-Square Selection feature can reduce the performance 
of the SVM method. The Chi-Square approach can minimize the number of irrelevant features in the 

1040

274

Number of features

SVM SVM+CS
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dataset, improving accuracy, precision, recall, and f-measure values while reducing the computational 
time of the SVM classification process. Testing with RBF kernels with C=0.1 yielding a value of = 
0.20 was the most substantial improvement in accuracy seen.  

The results show that the use of parameter C affects the performance of each method in the SVM 
kernel. For linear and polynomial kernels, using C=0.1 gives the best performance, but using RBF 
kernels with C=0.1 gives the worst performance. This implies that the large size of the C value affects 
kernel performance. When a large C value is used, a small C value results in a minimum marginal 
value large enough to allow the resulting hyperplane to ignore outliers in the data. 
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