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LinkedIn is one of the most popular sites out there to advertise oneself
to potential employer. This study aims to create a good enough text
generation model that it can generate a text as if it were made by
someone who posts on LinkedIn. This study will use a Neural Network
layer called Long Short-Term Memory (LSTM) as the main algorithm
and the train data consists of actual posts made by users in LinkedIn.
LSTM is an algorithm that is created to reduce vanishing and exploding
gradient problem in Neural Network. From the result, final accuracy and
loss varies. Increasing learning rate from its default value of 0.001, to
0.01, or even 0.1 creates worse model. Meanwhile, increasing
dimensions of LSTM will sometimes increases training time or
decreases it while not really increasing model performance. In the end,
models chosen at the end are models with around 97% of accuracy.
From this study, it can be concluded that it is possible to use LSTM to
create a text generation model. However, the result might not be too
satisfying. For future work, it is advised to instead use a newer model,
such as the Transformer model.

Keywords
Natural Language Generation
Artificial Neural Network
Long Short-Term Memory

1. Introduction
Text generation, also known as Natural Language Generation (NLG), is subfield of artificial

intelligence and Natural Language Processing (NLP) that aims to create a computer system that is
capable of constructing texts that are human readable [1]. It is not only used to just create a
sentence, but it can also be used to make a weather report [2], patient report [3], and even to
automate image captioning [4]. NLG has been around since 1960 with the creation of ELIZA, a
system that simulates conversation between human, created by an MIT professor, Joseph
Weizenbaum [5]. There are several methods to create an NLG system, such as Markov Chain [6],
Recurrent Neural Network (RNN), and Long Short Term Memory (LSTM).

LSTM is a variation of RNN. LSTM is created to try and solve problems that exist in vanilla
RNN, exploding and vanishing gradient problem [7,8,9]. These two problems are solved by
performing extra calculations in the neural network that ensures values on each neuron won’t go
too high or too low. These calculations work by putting inputs through three gates, called the input
gate, the forget gate, and the output gate [10].

NLG using LSTM has been done before but with different ways. In [11], the author did not only
use sequence as a training data, but he also highlighted important words in each sequence. They
called these highlighted words as context and every context are chosen with either word importance
or word clustering techniques. In [12], they create an NLG that will try to combine two paragraphs
into one. This is done by having that input paragraphs as the training data. This means that training
has to be done every time an input is received.
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LinkedIn is one of the most popular website today to advertise oneself. It’s a professional social
media platform. The website allows its users to create a post describing their daily life, but in a
more professional setting, and also to show off their achievements. This will serve as a kind of
portfolio for potential recruiters to review. Naturally, this encourages people to create exaggerated
posts in an effort to look better than others in the platform [13]. This behavior obviously doesn’t
suit everybody. On this study, we attempt to create an NLG system using LSTM to create texts
similar to a real LinkedIn post.

2. Literature Study
A. Long Short Term Memory (LSTM)
In vanilla RNN, there are problems called the exploding and the vanishing gradient problem.

These problems happen when RNN has to unroll way too many times. When RNN trains, it has to
do multiplication between two values together again and again. How many times it performs
multiplication depends on the amount of input. The result is a value that either will be way too high
(exploding) or too low (vanishing), making it impossible to do backpropagation [7,8,9]. Effectively,
vanilla RNN is unusable for real world scenario. LSTM solves this by doing extra steps during the
multiplication process. These extra steps are called “gates” and in LSTM there are three gates.
They are called input gate, forget gate, and output gate [10]. Figure 1 shows how an LSTM unit
looks like.

Fig. 1. A Singular LSTM Unit [14]

ft = σg (Wf xt + Uf ht−1+ bf) 

it = σg (Wi xt + Ui ht −1+bi) 

ot = σg (Wo xt + Uo ht −1+ bo) 

ctx = σh (Wc xt +Uc ht −1+ bc) 

ct = ft⊙ ct−1 + it⊙ ctx 

ht = ot⊙ σh (ct) 

Equation (1) is calculation for the forget gate. It will calculate weight times the input plus some
bias like how neural network usually works. It will then go through a sigmoid activation function.
Equation (2) and (4) are the calculation for the input gate. Equation (3) is the calculation for output
gate. Equation (2), (4), and (3) are similar to (1), except (4) goes through a tanh activation function
(noted by the σh symbol). And finally, (5) and (6) covers the calculation for cell state and hidden
state. These two states will be sent to the next LSTM unit, but a hidden state will also act as an
overall output for that LSTM unit.
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B. Text Data Preprocessing
Before data can be processed by an LSTM unit, every data has to go through several

preprocessing steps. This will help reduce the size of the overall corpus and also to help LSTM to
detect patterns in texts better. Preprocessing steps vary for each NLP case, but for this study it will
be divided into cleaning the data, removing stopwords, casefolding, tokenization, and then turning
each data into a padded sequence.

1. Data cleaning involves the process of removing parts in the sentence that are
considered as a disturbance, such as removing extra whitespaces, removing emojis, and
removing characters that are not Latin alphabets.

2. Stopwords removal is the process of removing words that are deemed unnecessary in
the corpus. Unnecessary could mean that the words are redundant in a sentence or it
appears too many times. There isn’t an actual agreement of every words that are
considered as stopwords, thus the list of unnecessary words vary for each case [15].

3. Casefolding is the process of turning every character in the corpus into lowercase or
uppercase. In this case, every character will be turned into lowercase [16].

4. Text tokenization is the process of separating each sentence into smaller chunks. Each
sentence could be separated word by word, phrase by phrase, or into any other form of
fragmentation [17]. These separated chunks are called tokens. These tokens will then
also be used as a vocabulary.

5. Every sequence will then be turned into an n-gram sequence and then into a
padded sequence. N-gram is a sequence with n amount of words [18], while
padded sequence is the process of turning every sequence into a same sized
sequence [19]. The final element of the padded sequence will then be one hot
encoded. One hot encoding is the process of converting categorical data into
numerical data [20].

3. Methodology
Since this study aims to create an NLG system to generate text similar to a LinkedIn posts, the

training data would have to be real posts from that site. Data for this study is taken from Kaggle1.
The data consists of around 34000 real posts made by LinkedIn users. For this study, there will be
two NLG system created, one to generate text word per word, and one to generate text character per
character. The reason this is done is that when each sentence is tokenized word by word, the
vocabulary size is gigantic (50541 words). This will cause problems during training process where
running out of memory will be common occurrence. For comparison, a character by character
tokenization will result in a vocabulary in the size of only 57. Data will then be separated into 80%
for train data and 20% for validation data.

After preprocessing steps has been done, the data will go through a neural network with several
layers. The architecture can be seen in Figure 2. Embedding layer will turn each input into an
n-dimensional vector representation. The idea is that words with similar meaning will have vectors
that are close to each other. Data will then go into two bidirectional LSTM layer. Bidirectional
LSTM will train the neural network with data going forward and backward. It will then go through
a dense layer where each neuron will represent a token in the vocabulary. All of these will be done
using the TensorFlow library.

The hyperparameters that will be tuned are the learning rate of the neural network optimizer (in
this case, Adam), dimension size of the embedding and LSTM layers, and batch size. Table 1
represents every test case that is tried. W in Test Code represents that it’s a model that generate text
word by word. C represents a model to generate text character by character. To measure how well

1 https://www.kaggle.com/datasets/shreyasajal/linkedin-influencers-data
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the model performs, metrics that will be considered are accuracy, loss, precision, recall, f1-score,
and the model training duration. To make sure the training process doesn’t go too long, training will
be stopped if 97% accuracy is reached. The total epoch required to reach this accuracy will also be
considered as a metric. Additionally, each model will also be tested by giving the same text as an
input. A questionnaire will then be made where respondents could judge how good the generated
texts are.

Fig. 2. Full Architecture

Table 1. Hyperparameters for Each Test Cases

Test Code Learning
Rate

Dimension Size
Batch size

Embedding LSTM Second LSTM

C-1 0.001 50 100 100 16
C-2 0.001 100 250 250 16
C-3 0.001 200 450 450 16
C-4 0.01 50 100 100 16
C-5 0.01 100 250 250 16
C-6 0.01 200 450 450 16
C-7 0.1 50 100 100 16
C-8 0.1 100 250 250 16
C-9 0.1 200 450 450 16
C-10 0.001 50 100 100 32
C-11 0.001 100 250 250 32
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C-12 0.001 200 450 450 32
C-13 0.01 50 100 100 32
C-14 0.01 100 250 250 32
C-15 0.01 200 450 450 32
C-16 0.1 50 100 100 32
C-17 0.1 100 250 250 32
C-18 0.1 200 450 450 32
W-1 0.001 50 100 100 16
W-2 0.001 100 250 250 16
W-3 0.001 200 450 450 16
W-4 0.01 50 100 100 16
W-5 0.01 100 250 250 16
W-6 0.01 200 450 450 16
W-7 0.1 50 100 100 16
W-8 0.1 100 250 250 16
W-9 0.1 200 450 450 16
W-10 0.001 50 100 100 32
W-11 0.001 100 250 250 32
W-12 0.001 200 450 450 32
W-13 0.01 50 100 100 32
W-14 0.01 100 250 250 32
W-15 0.01 200 450 450 32
W-16 0.1 50 100 100 32
W-17 0.1 100 250 250 32
W-18 0.1 200 450 450 32

4. Result and Discussion
Every time a training is done, accuracy, loss, epoch, and training duration are acquired. The

result from each test case are shown in Table 2. The maximum epochs for each training is 150,
meaning that every model that reach 150 epochs never reached the desired accuracy.

Table 2. Accuracy, Loss, Epoch, and Train Duration

Test Code Accuracy Validation
Accuracy Loss Validation

Loss Epoch Train
Duration

C-1 0.9718 0.9322 0.1770 0.2694 37 2.78 minute
C-2 0.9792 0.9706 0.1374 0.1434 23 2.03 minute
C-3 0.9710 0.9588 0.1440 0.1617 17 1.83 minute
C-4 0.8090 0.8494 0.5773 0.4781 150 10.18 minute
C-5 0.5857 0.5853 1.4157 1.5580 150 10.95 minute
C-6 0.4012 0.3208 2.3160 2.9759 150 16.03 minute
C-7 0.2551 0.2669 2.5746 2.5237 150 9.78 minute
C-8 0.1714 0.1310 8.3463 10.4271 150 10.4 minute
C-9 0.1486 0.1661 17.7397 14.3418 150 15.73 minute
C-10 0.9759 0.9282 0.2338 0.3324 40 1.46 minute
C-11 0.9731 0.9722 0.1604 0.1445 27 1.18 minute
C-12 0.9702 0.9706 0.1504 0.1385 20 1.55 minute
C-13 0.9714 0.9776 0.1340 0.1068 56 1.78 minute
C-14 0.8988 0.9094 0.3395 0.3154 150 5.61 minute
C-15 0.5269 0.5049 1.6566 1.8359 150 10.5 minute
C-16 0.2800 0.2824 2.6872 2.6114 150 4.56 minute
C-17 0.1616 0.1653 3.9676 3.7478 150 5.53 minute
C-18 0.1465 0.1384 11.5181 9.4555 150 10.15 minute
W-1 0.9704 0.8841 0.2715 0.4628 143 11.31 minute
W-2 0.9719 0.9664 0.1153 0.1325 76 7.46 minute
W-3 0.9729 0.9857 0.2107 0.1669 58 8.71 minute
W-4 0.9709 0.9809 0.1066 0.0778 134 10.48 minute
W-5 0.9757 0.9857 0.1506 0.1228 102 9.56 minute
W-6 0.9743 0.9857 0.1629 0.1275 69 6.5 minute
W-7 0.9714 0.9871 0.1512 0.0968 47 2.01 minute
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W-8 0.9757 0.9871 0.1050 0.0596 57 3.43 minute
W-9 0.9700 0.9857 0.1674 0.0916 63 6.16 minute
W-10 0.6743 0.7171 1.6548 1.5828 150 3.86 minute
W-11 0.9700 0.9814 0.2303 0.2045 114 3.66 minute
W-12 0.9714 0.9900 0.1555 0.1202 109 5.73 minute
W-13 0.9714 0.9871 0.1204 0.0933 48 1.25 minute
W-14 0.9729 0.9886 0.1732 0.1288 78 2.55 minute
W-15 0.9729 0.9814 0.1330 0.0739 59 3.26 minute
W-16 0.3886 0.4886 3.3625 2.6510 150 3.83 minute
W-17 0.0843 0.1414 24.8388 20.7708 150 4.96 minute
W-18 0.4571 0.4600 13.7626 12.7963 150 8.05 minute
When increasing learning rate, model will become more unstable. Accuracy and loss values

would stay really high and would make train duration longer. Increasing batch size would cut down
training time significantly without showing any big changes in other metrics. Increasing dimension
size would also speed up training.

Below in Table 3 are the result of giving the same text to each model. To make sure there are
significant amount of texts generated, C models will generate 50 characters, while W models will
generate 15 words.

Table 3. Prediction Result for Each Case

Test Code Input text Predicti
on times Output text

C-1 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on the ustilink and
the wek. nend. ., aunk on the s2

C-2 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on the distinguished
panel. my answer to the ppor to

C-3 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on frister for onaline
engaging and parent in tha uk

C-4 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on that is is tanaunt.
ppsenf ok auft.auants on auth

C-5 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me only and and
pkonvpy tpapaev pany anaa and a a kaata

C-6 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me only
anlellabrakaaoudeaeaneaf efotetia utandfenkagt

C-7 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me one oan an
anenooonoater uk v iooto au nnandok oan k

C-8 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me onas.as.as.a.a. aoga
a spae aae aaa.a.arooaa.a .aaaa

C-9 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me oner oooooooook a
ok oeakkay akkko0araroavokk okk0k

C-10 Hello guys,
please
congratulate me

50 Hello guys, please congratulate me on stor an entertary
it is as on frem. boons ppromak
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on
C-11 Hello guys,

please
congratulate me
on

50 Hello guys, please congratulate me on a prest of healing
trauma. and only 6 slots are a

C-12 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on the us. link 27th a
ther schoor can bus bus a pra

C-13 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on an and the tradab
an be an an anunot too fro th

C-14 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on camas at 5:00 a
panigister enuaunuauitauionank ry

C-15 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me ong witionow. t anok
toeratione anatun utind y footu

C-16 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on on on on onnf/
ann eokr kaefaeaaran'vaarkykokofk

C-17 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me
oneaneaneaneaneyeany.
Noyyenyyyyyyyeneftenyeaneyyyea

C-18 Hello guys,
please
congratulate me
on

50 Hello guys, please congratulate me on
oooooooooooneooon a a a okreearore0e0ro okafeao a

W-1 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on t h r y m o n z o r
s e m i n

W-2 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on i d e : : : : : : : : : :
: :

W-3 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on a central part of
holiday giving and the need and work but forward and
spotify

W-4 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on e g i n g e l e a d
e c a n d

W-5 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on a children's book
author who can read with your children and work with
them be

W-6 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on the impact of
trauma on our students and them indeed, below; or have
will be

W-7 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on and as it is the
way who have from my college that is and nationally.

W-8 Hello guys,
please

15 Hello guys, please congratulate me on dec. mean post
mental issues and trauma. doesn't stop at school door w/
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congratulate me
on

caeop stop

W-9 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on the to be below.
the event. on christmas or soundcloud. soundcloud.
soundcloud. soundcloud. soundcloud. soundcloud.

W-10 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on webinar on our
students on whether schools can be but and trauma. but
it is

W-11 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on the project. here's
it is often subtle but constant on and educators. free of it

W-12 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on a solution to the
pandemic are only partially true we look and seeing
pre-k have

W-13 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on a mean post
mental health issues and trauma. for trauma. on the
podcast and educators.

W-14 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on stop at rutgers
door w/ rutgers grad school conference on soundcloud.
soundcloud. soundcloud. soundcloud. soundcloud.

W-15 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on the vaccine will
help obviously but it is will not a time will will current

W-16 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on giving and and
and and educational the planning marybeth professor
marybeth but annual stop event

W-17 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on with new with
sessions sessions with sessions event. will be for the for
current gift

W-18 Hello guys,
please
congratulate me
on

15 Hello guys, please congratulate me on a the the the the
home. the the and for for the for what up.

Table 4 shows results of questionnaire where each respondent judges the quality of the texts
above. A total of 4 person has responded. Respondent judges by how similar (abbreviated in Table
4 as S) the texts are to texts made by humans and how good the grammar (abbreviated in Table 4 as
G) in the texts are. Each metric is a scale from 1 to 5 where 1 represents worse and 5 represents
best.

Table 4. Questionnaire Result

Cod
e

Answers

Total Averag
eRespondent 1 Respondent 2 Respondent 3 Respondent 4

S G S G S G S G

C-1 3 3 2 2 3 3 2 2 20 5
C-2 4 3 3 4 3 3 3 2 25 6.25
C-3 4 4 4 4 3 3 3 2 27 6.75
C-4 3 3 1 1 3 3 1 1 16 4
C-5 3 3 2 1 3 3 1 1 17 4.25
C-6 3 4 2 1 3 3 1 1 18 4.5
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C-7 3 4 2 1 3 3 1 1 18 4.5
C-8 3 3 1 1 3 3 1 1 16 4
C-9 3 3 1 1 3 3 2 2 18 4.5
C-10 4 3 2 3 3 3 2 2 22 5.5
C-11 4 4 3 3 3 3 4 2 26 6.5
C-12 4 4 3 3 3 3 4 2 26 6.5
C-13 3 3 2 2 3 3 2 2 20 5
C-14 4 3 2 2 3 3 2 2 21 5.25
C-15 3 3 2 2 3 3 2 2 20 5
C-16 3 3 1 1 3 3 2 2 18 4.5
C-17 3 3 1 1 3 3 2 2 18 4.5
C-18 3 3 1 1 3 3 2 2 18 4.5
W-1 3 3 3 3 3 3 2 2 22 5.5
W-2 3 3 2 3 3 3 2 4 23 5.75
W-3 4 3 3 3 3 3 5 3 27 6.75
W-4 4 5 3 3 3 3 2 3 26 6.5
W-5 5 5 3 4 3 3 5 3 31 7.75
W-6 5 5 3 3 3 3 4 3 29 7.25
W-7 5 5 3 3 3 3 5 3 30 7.5
W-8 4 4 4 4 3 3 3 2 27 6.75
W-9 3 3 2 3 3 3 4 4 25 6.25
W-1
0

4 4 3 3 3 3 5 3 28 7

W-11 4 4 5 4 3 3 5 3 31 7.75
W-1
2

4 4 3 3 3 3 5 3 28 7

W-1
3

4 4 3 3 3 3 5 3 28 7

W-1
4

4 4 2 3 3 3 4 3 26 6.5

W-1
5

4 4 4 3 3 3 4 3 28 7

W-1
6

4 4 3 3 3 3 4 3 27 6.75

W-1
7

4 4 3 3 3 3 4 3 27 6.75

W-1
8

5 5 2 2 3 3 3 3 26 6.5

Lastly, the precision, recall, and f1-score for each model will be calculated. True Positives, True
Negatives, False Positives, and False Negatives for every model will need to be calculated
beforehand. To save spaces and study time, only models considered the best will be evaluated.
Considering every metric that has been gained previously, model C-3 and W-11 are chosen. Data
for testing is 10% of corpus that has been shuffled.
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(a)

(b)
Fig. 2 Confusion Matrix. (a) shows matrix for W-11 model, and (b) shows C-3 model. Top left of

matrix shows True Positive value, top right shows False Positive, bottom left shows False Negative,
and bottom right shows True Negative.

Table 5. Precision, Recall, and F1-Score

Model
Metric

Word Based (W-11) Character Based (C-3)

Precision 0.22272074229985844 0.9409993670156542

Recall 0.2677798918970857 0.870515163500567

F1-Score 0.21480836546197055 0.8932478722083184

When looking at results from Table 5, it can be seen that word-based model performs terribly
compared to character-based model. The reason this happen could be traced back to the amount of
vocabulary in word-based model. Whereas character-based model only has 57 different classes to
predict, word-based model has 50541 different classes to predict. There’s a big chance class
imbalance is happening in word-based model where certain class didn’t have enough representation
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in the corpus. This problem could be solved by oversampling the minority classes, undersampling
the majority classes, or by simply adding more data to the corpus.

5. Conclusion
An NLG model made using LSTM algorithm performs pretty poorly for word per word

prediction. Overall, this study can still be improved in a lot of ways. The most obvious way is to do
the training process with more data. Another way is to add or decrease neural network layers.
Model could also be made with different algorithm. Most popular NLG system these days uses the
Transformer model [21]. Lastly, a different neural network framework could be tried, namely
PyTorch.
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