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Article history
Indonesian language is the official language of the Republic of Indonesia and
the language of the Indonesian nation's unity. Although it is commonly used,
ambiguity could occur in the use of Indonesian. Ambiguity can cause
misunderstandings in interpreting a word or sentence. Structural ambiguity is
a type of ambiguity that occurs when the structure of words in a sentence can
be given more than one grammatical structure. Left Corner Parsing and Shift
Reduce Parsing are parsing methods used to identify sentence structure
ambiguity. This research involves pre-processing, namely case folding,
tokenizing and Part Of Speech Tagging. This study uses 90 testing data
labelled with facts, 30 ambiguous sentences and 60 unambiguous sentences.
Based on the results of checking the ambiguity of the sentence structure, the
Shift Reduce Parsing algorithm produces an accuracy of 71%, precision
70.6%, recall 59%, and f-measure 58.2%. Meanwhile, Left Corner Parsing
produces an accuracy value of 70%, precision 68.7%, recall 57.5%, and
f-measure 55.8%.
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1. Introduction
Indonesian is the official language of the Republic of Indonesia and the language of the

Indonesian nation's unity. Where the language is used daily in interacting and communicating.
Although it is commonly use, ambiguity could occur in the use of Indonesian. Ambiguity can
lead to misunderstandings in interpreting a word or sentence[1]. According to the KBBI,
ambiguity is the possibility of having more than one meaning in a word, word combination, or
sentence. A word or sentence is said to be ambiguous when it has more than one meaning that
has the potential to cause confusion in spoken or written speech[2]. Structural ambiguity is a
type of ambiguity that occurs when the order of words in a sentence can be given more than one
grammatical structure and each has a different meaning[3]. A sentence is categorized as
ambiguous, if one sentence can produce more than one sentence pattern[1].

Sentence structure is a structural construction that contains a number of rules or rules as it
should be in accordance with the grammar of a language. The existence of various variations of
sentence structure construction is a human creativity in language, thinking, and reasoning.
Variations in sentence structure can be identified based on the basic sentence patterns so that
there is an arrangement of sentence structure elements that changes position. The structure of
the sentence elements can be rearranged based on basic sentence patterns and in accordance
with the grammar of the language [4].

http://sjia.ejournal.unsri.ac.id sjia@unsri.ac.id

http://sjia.ejournal.unsri.ac.id/
mailto:sjia@unsri.ac.id


ISSN 2807-2391 Sriwijaya Journal of Informatic and Applications 69
Vol. 2, No. 2, July 2021, pp. 68-74

2. Literature Study
In this section contains the theoretical foundation and some research that has been done by

previous researchers. This was made to strengthen the reasoning and rationality of the
involvement of several variables in this study. It also functions as a scientific opinion that is
integrated with the results of a literature review to build a researcher's mindset in relation to the
problem being studied.

Research conducted by [5] used Shift Reduce Parsing to perform ambiguous sentence
patterns with a success rate of 83%. The only result of ambiguous sentence recognition is
determined by the defined word class, the word class of each word in the phrase used to process
the parsing reduction shift.

Research conducted by [6] used Left Corner Parsing to examine the grammar and meaning of
words. The results of the study explain that Left Corner Parsing can parse English sentences into
their constituent words. Left Corner Parsing can distinguish the meaning of two or more words
whose morphology is the same as long as it is not at the beginning of the sentence.

Research conducted by [7] used Left Corner Parsing to apply it to the Indonesian to Bima
language translation application with an accuracy rate of success reaching 68% for respondents
who strongly agree. Left Corner Parsing is quite well implemented in translating sentences.

Research conducted by [8] used the Shift Reduce Parsing Algorithm to decipher words in the
Komering Rasuan language sentence based on Indonesian rules. The results of the study explain
the results of syntax checking using Shift Reduce Parsing by 84%.

Research conducted by [9] used the Left Corner Parsing Algorithm to check the grammar in
Indonesian sentences. Left Corner Parsing is very dependent on the data dictionary used. If the
input word is not found in the data dictionary, the sentence pattern will not be recognized or
become an incorrect pattern.

3. Methodology
The data used in this research is an Indonesian word dictionary which contains a collection of

Indonesian words and word classes taken from the NLP_ITB package. The test data is secondary
data, which consists of 90 single sentences labeled ambiguous sentences and unambiguous
sentences. Testing data will go through text preprocessing. Then the ambiguity checking is done
using Shift reduce parsing and left corner parsing. All stages are illustrated in Figure 1.

Fig. 1. Framework Diagram
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3.1.Preprocessing
Preprocessing is a process to prepare raw data before other processes are carried out [10]. In

this case, preprocessing includes case folding, tokenizing, and part of speech tagging. The case
folding process will change all the letters in the document to lowercase. Next, the sentence will
be broken down into words or known as tokenizing. The last step is part of speech tagging, in
which is assigning word classes to each word, using the NLP_ITB library.

3.2. Shift Reduce Parsing
Shift Reduce Parsing is a parsing technique that belongs to the Bottom-Up parsing category.

Shift-reduce table is used to guide the parse. Shift Reduce Parsing is used as a token and forms a
production line to build a parse tree. Shift Reduce Parsing uses a stack to keep the order of each
token[5].

The steps involved in the Shift Reduce Parsing process are as follows[11]:
1. Shift, which adds one word to the stack. The Shift action only moves (shifts) words,

in this case per word until they form one sentence from the input sentence.
2. Reduce, which removes or removes some elements from the stack and replaces them

with new elements.
Fig 2. illustrated the use of Shift Reducing Parsing in checking an ambiguous sentence, which is
resulted more than one grammatical structure.

Fig. 2. Checking Ambiguity Using Shift Reduce Parsing

3.3.Left Corner Parsing
Left Corner Parsing is a parsing strategy that uses data in Bottom-Up Parsing and predictions

from Top-Down[7]. The stages in the Left Corner Parsing (LCP) process are as follows, Top-Down
Parsing performs a search from the root/peak to the leaf. Top-Down works by deciphering a
sentence from the largest constituent to the smallest. Constituents are sentence-forming elements
that can stand alone. Bottom-Up Parsing works by taking one word from a sentence, to be
assembled into a larger constituent. This is done continuously until the constituent formed is a
complete sentence. Therefore, Left Corner Parsing process starts bottom-up and ends top-down
[12]. Fig 3. illustrated the use of Left Corner Parsing for a sentence.
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Fig. 3. Checking Ambiguity Using Left Corner Parsing
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4. Result and Discussion
The test is carried out using the Shift Reduce Parsing and Left Corner Parsing methods to

produce a Confusion Matrix table. From the results of the table, the accuracy, precision, recall, and
f-measure values   will be obtained. The data used in this study are 90 single sentences that have been
labeled ambiguous and unambiguous sentence facts.

Table 1. List of Test Results

No Sentence Category Shift Reduce
Parsing

Left Corner
Parsing

1 Ibu Dini dirawat di rumahsakit Unambiguous Unambiguous Unambiguous

2 Ali membeli sepeda baru seperti
Diko

Ambiguous Ambiguous Ambiguous

3 Ibu membeli sayuran di pasar Unambiguous Unambiguous Unambiguous

… … … …
90 Ibu membaca dongeng baru ke

cucunya
Ambiguous Ambiguous Ambiguous

Furthermore, the process of calculating the percentage of accuracy shown in tables 2 and 3 are
the results of checking using Shift Reduce Parsing and Left Corner Parsing for each class.

Table 2. Evaluation Table in Confusion Matrix

Shift Reduce Parsing

Class Precision Recall F-Measure

Ambigu 0.70 0.23 0.35

Tidak Ambigu 0.7125 0.95 0.8143

Accuracy 0.71 = 71%

Table 3. Evaluation Table in Confusion Matrix

Left Corner Parsing

Class Precision Recall F-Measure

Ambigu 0.67 0.2 0.3076

Tidak Ambigu 0.7037 0.95 0.8085

Accuracy 0.7 = 70%

The analysis of the research results explains the comparison of measurement results with Shift
Reduce Parsing and Left Corner Parsing which is shown in Fig. 4 comparison chart of system
checks.
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Fig. 4. Comparison Performance

Fig. 4 shows that in terms of accuracy, precision, recall, and f-measure, Shift Reduce Parsing is
superior to Left Corner Parsing. We can conclude that the results of checking ambiguity using Shift
Reduce Parsing are better than using Left Corner Parsing.

5. Conclusion
Based on the research results, Shift Reduce Parsing algorithm produces an accuracy value of

71%, precision 70.6%, recall 59%, and f-measure 58.2% in checking the ambiguity of sentence
structure. While Left Corner Parsing produces an accuracy value of 70%, precision 68.7%, recall
57.5%, and f-measure 55.8%.

Further research is expected to apply other methods or other libraries in order to obtain better
results.
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