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1. Introduction 

Writing is a manifestation of the writer's ideas that are intended to be conveyed to others. Writing 
skills are important skills in life, both in educational and community life. Writing activity is one of 
the most recent manifestations of language abilities and skills mastered by language users after 
listening, reading, and speaking [1]. A writer often experiences typos in writing his script, so that it 
can affect the meaning of the writing. Correcting it manually can take a long time because it is done 
repeatedly to get results that are completely free of typing errors (typographical errors). 

2. Method 

In this study, we used the dictionary lookup method to search for wrong words, the Damerau 
Levenshtein Distance algorithm to determine the distance between words in the dictionary and wrong 
words to produce word candidates, then the Cosine Similarity algorithm to sort the word candidates. 

In this section is a brief explanation of the algorithm in this research : 

a. Spelling Checker 

Error detection in words can be done with computer-based applications that are used to detect and 
handle errors in words called spelling checkers. The spelling checker looks for all types of errors 
contained in the document which then warns the writer about the mistakes made and gives some 
suggestions to correct the errors. There are two main methods used to build a spelling checker 
application, namely identification (error detection) and correction (error correction) [2]. 

b. Typographical Error 

  Typographical error is an error that occurs during the process of typing text and can change the 
meaning of a word and even the meaning of a sentence. This term includes errors due to mechanical 
failure or slip of the hand or finger, and also arises due to the ignorance of the author such as spelling 
mistakes. Typographical errors can be caused by, for example, fingers pressing two adjacent 
keyboard keys simultaneously. Spelling errors of words consist of two forms namely [3]: 
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1. Non-word errors are errors that focus on words formed generally by typos. These non-spelling 
errors produce words that are not meaningful. 

2. Real word error is a mistake that emphasizes handling the placement of words in a sentence. Error 
words that are actually in accordance with the rules of language but not according to the meaning in 
the sentence. 

There are 4 types of typographical errors: 

• Deletion (Letter deletion) 

• Insertion (Addition of letters) 

• Substitution (Substitution of letters) 

• Transposition (Exchange letter position) 

c. Preprocessing 

Preprocessing is an initial process of managing data that aims to prepare text into data that will 
undergo further processing. The steps taken include [4] : 

1) Case Folding is a process of equating letters in a document, from uppercase to lowercase 
letters. So, only the letters 'a' to 'z' will be accepted. Characters other than letters are omitted 
and are considered delimiter. 

2) Tokenizing is the process of breaking a sentence into the smallest units (words / tokens). 

d. Damerau Levenshtein Distance 

Damerau Levenshtein Distance determines the minimum number of operations needed to convert 
one string into another string, where the operation used is the same as Levenshtein Distance, namely 
insertion, deletion, substitution but with the addition of transposition operations between two 
characters [4]. 

e. N-Gram 

N-Gram is a series of substrings along the n characters of a string [4]. N-Gram is a method 
implemented for word or character generation. With the N-Gram method, a word or sentence is cut 
into pieces of character letters with a number of n [4]. 

f. Term Frequency-Inverse Document Frequency (TF-IDF) 

The tf-idf method is a method used to determine how far the word / term is related to a document 
by weighting each word [5]. The tf-idf formula in (1) follows: 

 
𝑊𝑖𝑗 = 𝑡𝑓𝑖𝑗 x idf      

𝑊𝑖𝑗 = 𝑡𝑓𝑖𝑗 x log
𝑁

𝑛
                 (1)  

 
Note : w_ij is term weight for documents, tf _ij is number of occurrences of the word, idf is 

number of documents containing term appears, N is the sum of all documents compared, amd n is 
number of documents containing term. 

g. Cosine Similarity 

Similarity is a function used to measure the degree of similarity between two vectors. In the text, 
this function is used as a measure of the similarity between the query and every document in the 
database. From this calculation, the level of similarity generated in the document in accordance with 
the query entered [6]. 

Cosine similarity is a formula used to calculate similarity by determining the angle between a 
document vector and a query vector in the V dimension in the Euclidean plane. The result of cosine 
similarity has a value between 0 and 1. The value 0 is the value obtained if the document is not related 
to the query, while the value of 1 means the document has a high connection with the query [7]. The 
cosine similarity formula in (2)  is as follows: 

          (2) 
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Note : A is Vector A, which will be compared similarity, B is Vector B, which will be compared 
similarity, A • B is dot product between vector A and vector B, | A | is length of vector A, | B | is 
length of vector B, and | A || B | is cross product between | A | and | B |. 

h. Mean Reciprocal Rank (MRR) 

Reciprocal Rank (RR) is the inverse or inverse of the target rank in the list of suggested words 
displayed. Mean Reciprocal Rank (MRR) is the average word rank rating correct of all queries. MRR 
is a statistical measure that is suitable for evaluating question search rankings [8]. The results of the 
MRR have values between 0 and 1. A value of 0 is obtained if there is not a single target included in 
the word candidate results displayed, while a value of 1 is obtained if all targets are ranked 1 of all 
the candidate results displayed. The MRR formula in (3) is as follows: 

     RR = 
1

𝑟𝑗𝑖
 

             MRR = 
1

𝑞
  ∑

1

𝑄𝑗

𝑞
𝑗=1  ∑ 𝑅𝑅𝑗𝑖

𝑄𝑗

𝑖=1
                 (3) 

3. Results and Discussion 

Software testing is carried out using abstract data of the final project of Informatics Engineering 
Faculty of Computer Science Sriwijaya University. The data consists of 4 documents, there is 1 
document consists of 30 deletion error type words, 1 document consists of 30 insertion error type 
words, 1 document consists of 30 substitution error type words, and 1 document consists of 30 
transposition error type words. Graph of Mean Reciprocal Rank (MRR) values can be seen in Figure 
1. 

 
Fig. 1.  MRR Value Chart 

 

Figure 1 shows the results of the Mean Reciprocal Rank (MRR) value for each type of error. This 
type of error deletion produces MRR value of 88.89%, this is because there are several word 
candidates ranked 2nd and 3rd and are outside the top 5 ranking. Type of insertion error produces 
MRR value of 97%, this is because the average word candidate is ranked 1. Types of substitution 
errors produce MRR value of 86.11%, this is because there are several word candidates ranked in 
rank 2 and 3 and are outside Top 5 ranking. Types of transposition errors produce MRR value of 
89%, this is because there are several candidate words that are ranked 2nd and some are ranked 5. 
Types of errors Insertion produces the largest MRR value because in terms of word structure have 
the most bigram similarity with candidates, so average candidate words for each query are ranked 1. 
Damerau Levenshtein Distance's algorithm can produce actual word candidates based on misspelled 
words. But when sorting based on similarity values using the Cosine Similarity algorithm, the said 
candidate is not included in the top 5 candidates. This is because the N-grams produced produce a 
little bigram. In the process of sorting word candidates, if there are candidate words that have the 
same Cosine Similarity value, they will be sorted according to where the words are first in the 
dictionary. 
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4. Conclusion 

Based on the results of the test, it can be concluded that the Damerau Levenshtein Distance 
algorithm can produce suitable word candidates based on four types of word errors, namely insertion, 
deletion, substitution, and transposition. Cosine Similarity algorithm can calculate the value of 
similarity between the wrong word with the word candidate. 

For further similar studies, the system can be developed in the process of checking words using a 
more complete Indonesian dictionary. And the linkages of words in one sentence can also be 
considered in subsequent studies, because in this study only in the form of identification of words 
based on words in the dictionary or referred to as non-word errors. In addition, the system can be 
developed by providing word recommendations for words that were previously selected. 
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